
 
 

 

1Student at Universiti Teknologi Malaysia. Email: kikin3005@gmail.com  1 

PLANNING MALAYSIA: 

Journal of the Malaysian Institute of Planners 

VOLUME 17 ISSUE 1 (2019), Page 1 – 9  

THE ARTIFICIAL NEURAL NETWORK MODEL (ANN) FOR 

MALAYSIAN HOUSING MARKET ANALYSIS 

 
Siti Norasyikin Abd. Rahman1, Nurul Hana Adi Maimun2, Muhammad Najib 

Mohamed Razali3, & Suriatini Ismail4  

 
1,2,3Faculty of Geoinformation and Real Estate 

UNIVERSITI TEKNOLOGI MALAYSIA 
 

4Faculty of Architecture and Ekistics 

UNIVERSITI MALAYSIA KELANTAN 

 

Abstract 

 

The Hedonic Model, a traditional method for forecasting house prices has been 

criticised due to nonlinearity, multicollinearity and heteroskedasticity problems, 

which were argued to affect estimation accuracy. Unlike the Hedonic Model, the 

Artificial Neural Network Model (ANN), permits nonlinear relationships and 

thus avoids the problems plaguing the Hedonic Model resulting in superior 

forecasting performance. Despite these advantages, attempts to model house 

prices using ANN are limited in geography and data thus besetting the usefulness 

of the results. To address the research gap, this paper aims to establish such a new 

model using ANN in forecasting house prices. A sample of double-storey terraced 

houses transacted in Johor Bahru are analysed using ANN. The findings illustrate 

a superior forecasting performance for ANN through high values of goodness of 

fit and low values of errors. This paper adds to the house price modelling 

literature and provides new knowledge to both academics and practitioners. 
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INTRODUCTION 

A popular and dominant method for forecasting house price movements has 

always been the Hedonic Model (McCluskey, Cornia, & Walters, 2012; Moore, 

2006; Asmawi, Mohit, Noor, Abdullah, & Paiman, 2018). This is due to its ability 

in allowing changes in quality for various attributes influencing house prices. 

Nonetheless, this model received criticisms due to exposure to the violation of 

the classical model, namely: nonlinearity, multicollinearity and 

heteroskedasticity (Antipov & Pokryshevskaya, 2012; Kilpatrick, 2011; Peterson 

& Flanagan, 2009). Such exposure will lead to inaccuracy in the prediction of 

house prices. 

Multicollinearity, for instance, causes high variances and specification 

errors (Kennedy, 2003). Heteroskedasticity may cause biased estimates, resulting 

in unreliable hypothesis testing (Studenmund, 2006). Meanwhile, autocorrelation 

causes biased and inefficient estimators with large prediction errors (Adi 

Maimun, 2011). Limitations in the current Hedonic Model beset the usefulness 

of the results in forecasting house prices. Inaccurate house price prediction will 

negatively affect the decision making of many parties including policy-makers 

and developers. Due to these disadvantages, many researchers attempted to apply 

other models in place of the Hedonic Model. 

Out of the vast array of models, the Artificial Neural Network Model 

(ANN) was identified to be able to address the problems of the Hedonic Model, 

such as nonlinearity and multicollinearity (Tabales, Ocerin, & Francisco, 2013). 

The most significant strength of ANN is that it may represent any relation 

between the dependent and independent variables, including linear and nonlinear. 

Secondly, ANN has a self-learning ability which allows it to analyse a 

significantly large amount of data, test for the discovery relationship or 

connections among the data, and use the discovered data for predictions of future 

trends or events (Mohd Radzi, Muthuveerappan, Kamarudin, & Mohammad, 

2012). 

Due to these strengths, ANN has been used for various purposes 

including estimation, forecasting, and classification across a variety of disciplines 

like psychology, genetics, linguistics, engineering, computer science and 

economics. Nonetheless, the application of ANN in real estate only began in the 

1990s through the works of Borst (1991), Do and Grudnitski (1992), Tay and Ho 

(1992), Kathman (1993), Collins and Evans (1994), Worzala, Lenk and Silva 

(1995), McCluskey, Dyson, McFall and Anand (1996), Rossini (1998), and 

Bonissone and Cheetham (1997). These house pricing studies have shown 

superior forecasting performance for ANN compared to the traditional method 

(i.e. Ordinary Least Squares or OLS). 

Despite the many advantages of ANN, only studies from developed 

countries have explored ANN in forecasting house prices. Very few ANN house 

price studies came from developing countries (Mooya, 2015; Abidoye & Chan, 
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2016, 2017). To cope with the fast changing and high demand for property 

valuation services (Taffese, 2016), it is crucial for real estate professionals to 

employ artificial intelligence in performing property valuation services (Yalpir, 

2014). 

This paper begins with a theoretical review of the foundations of ANN 

followed by previous studies that have utilised ANN in modelling house prices. 

It then describes the methodology of the study followed by a discussion of the 

findings before concluding the study. 

 

THE ARTIFICIAL NEURAL NETWORK MODEL (ANN) 

The ANN is inspired by the neural architecture of the human brain by attempting 

to loosely simulate its functioning (Do & Grudnitski, 1992). In this context, what 

is simulated is the way human brain cells or natural neurons produce specific 

activity as a reaction to inputs from other brain cells or sense organs. The output 

can be transported through other neurons (Kathman, 1993). 

In ANN, nodes are used to represent the brain’s neurons, and these nodes 

are interconnected in layers of processing. ANN consists of three interconnected 

node layers: the input, hidden, and output layers. The input layer contains data 

from the measures of explanatory or independent variables. This data is passed 

and processed through the nodes of the hidden layer(s) to the output layer, which 

represents the dependent variable(s). The ANN equation is formulated as follows:  

 

Xjj = Total WijYi 

 

where: 

Xj is the net input to the artificial neuron (j). 

Yi is the value of the input signal from an artificial neuron (i). 

Wij is the weight from an artificial neuron (i) to the artificial neuron (j).  

n is the number of input signals to the artificial neuron (i). 

 

The output from an artificial neuron (j) is a function of the transfer 

function as follows:  

 

Oj = f(Xj) 

 

where; 

Oj is the output signal from an artificial neuron (j). 

f(Xj) is the transfer function of the artificial neuron (j). 

 

PREVIOUS STUDIES USING ANN  

Previous comparative house price modelling studies by Cechin, Souto and 

Gonzalez (2000), Nguyen and Cripps (2001), Wong, So and Hung (2002), 
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Limsombunchai, Gan and Lee (2004), Özkan, Yalpır and Uygunol (2007), 

Pagourtzi, Metaxiotis, Nikolopoulos, Giannelos and Assimakopoulos (2007), Ng 

and Skitmoreb (2008), Selim (2009), Peterson and Flanagan (2009), Khashei and 

Bijari (2010), Lai (2011), Amri and Tularam (2012), and Abidoye and Chan 

(2018) demonstrate the superiority of ANN in forecasting performance compared 

to the traditional Hedonic Model. Specifically, these studies illustrate a lower 

forecasting error for the ANN (between five percent and ten percent) compared 

to the Hedonic Model, which demonstrates a more substantial error (between ten 

percent and fifteen percent). Moreover, there is also evidence showing more 

realistic marginal prices resulting from the ANN compared to the traditional 

Hedonic Model (Tabales et al., 2013). Abidoye and Chan (2017) provide a 

comprehensive review of ANN applications in estimating property prices. 

Despite the growing interest in ANN around the world, there is very 

limited ANN property price modelling research in Malaysia. To the author's 

knowledge, the current Malaysian study is limited to only Mohd Radzi et al. 

(2012). While high predictive performance (large adjusted R squared and low 

mean absolute percentage error) was observed in the study, the authors did not 

attempt to compare the ANN’s performance with the Hedonic Model. They thus 

left the question of how accurate the model was in predicting Malaysian house 

prices unanswered. Moreover, the authors also employed macro variables 

(unemployment rate, population size, mortgage rate and household income) 

rather than micro variables (location, age of building, size of land, size of 

building, type of land interest and type of ownership) in modelling house prices. 

The employment of macro variables rather than micro variables besets the 

usefulness of the results in estimating the true value of property prices. 

Limitations of the current Hedonic Model coupled with limited literature 

on ANN property price modelling in Malaysia highlight the necessity of this 

study. Thus, this research aims to evaluate ANN in forecasting house prices. 

Having stated the research aim, this study attempts to answer the following 

research questions; What is ANN? How do we construct the ANN? How good is 

the ANN in forecasting house prices? Due to its good estimation and prediction 

performance reported by previous studies, this research anticipates superior 

prediction performance for ANN. 

 

METHODOLOGY 

A total of 2,325 double storey sale transactions spanning from year 2000 to 2016 

in Mukim Pulai, Johor Bahru were acquired from the Valuation and Property 

Services Department Johor Bahru (VPSDJB). Only house attributes theorised to 

affect the property prices were extracted from the dataset. Dataset was cleansed 

prior to analysis to remove outliers. Samples were discarded based on these 

criteria; (1) sales transaction over RM233,800.00, (2) land area over 146.03 

square metres, (3) main floor area over 137.64 square metres, (4) transaction 
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years between 2013 and 2016 and (5) incomplete information. The cleansing 

process reduced the sample to a total of 640 observations for training and 

prediction. Transaction price, measured in RM per unit, was used as the 

dependent variable. Meanwhile, land area and main floor area measured in square 

metres were used as independent variables. 

A feed-forward structure with one hidden layer was applied in this study. 

The neural network was then trained using a back propagation algorithm to adjust 

the weight and thresholds of the network to minimise forecasting errors in the 

training set. Datasets were split into three sets: training, testing and validation 

dataset. Out of 215 datasets, 193 datasets were used for training (years 2000 to 

2010), 22 datasets were used for prediction (years 2011 to 2013) and validation 

separately.  

In this paper, the learning and momentum rates were determined through 

five phases of trial-and-error. A series of trial and error process was performed 

by identifying the number of hidden neurons randomly, starting with the smallest 

(one) to the largest number (five). Training and testing were executed by 

increasing hidden neurons after each training and testing process. The network 

minimised the difference between the given output and the prediction output 

monitored by the minimum average error while the training process was 

conducted. A decrease in value will minimise the error. This process continued 

until 30,000 cycles of test sets were achieved. The result of this process suggests 

that the best neural network to forecast Johor Bahru house prices is 2-1-1 (2 

indicates the number of neurons in input layer, 1 number of neurons in hidden 

layer and 1 number of neuron in output layer) with 0.0.1 learning rate and 0.1 

momentum rate. Figure 1 illustrates the neural network topology of this study. 

 

 

  

 

 

 

 

 

  

 

  

 

  

 
Figure 1: Neural network topology 
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The validation test was implemented after the network output under 

prediction sets are transferred into validation sets. The validation test examined 

the performance of ANN in forecasting local house prices. The validation process 

was performed by comparing the actual and forecasted values for years 2009 to 

2011. The performance of the ANN is evaluated through statistical tests, namely 

Mean Absolute Deviation (MAD), Mean Absolute Percentage Error (MAPE) and 

Root Mean Squared Error (RMSE). Low MAD, MAPE and RMSE values 

produced by the ANN indicate good predictive performance. 

 
RESULTS 

The performance of ANN was assessed by observing the values of R2, MAD, 

RMSE and MAPE for two sets of selected housing schemes, namely Taman 

Mutiara Rini and Taman Bukit Indah (Table 1). All statistical tests indicated good 

fit. Both sets in these two housing schemes produced high R2 with low values for 

MAD, RMSE and MAPE. 

Superior goodness of fit was observed for Sets 1 of Taman Mutiara Rini 

and Taman Bukit Indah having a higher value of R2 at 0.99 and 0.93 respectively. 

Meanwhile, the MAPE showed a percentage error of 4.41% and 4.55% for Sets 

1 and 2 of Taman Bukit Indah respectively, both with less than the 10% error 

threshold. This implies that the ANN is able to predict house prices with low 

errors. However, Taman Mutiara Rini datasets showed slightly higher MAPE 

with 14.32% for Set 1 and 16.31% for Set 2. The results suggest that models with 

large sample sizes (Sets 1 of Taman Mutiara Rini and Taman Bukit Indah) have 

superior performance compared to models with small sample sizes (Sets 2 of 

Taman Mutiara Rini and Taman Bukit Indah). 

 
Table 1: Summary of regression results 

 Set 1 Set 2 

 R2 MAD RMSE MAPE R2 MAD RMSE MAPE 

Taman 

Mutiara 

Rini 

0.99 0.10 0.11 14.32 0.96 0.12 0.13 16.31 

Taman 

Bukit 

Indah 

0.93 0.03 0.04 4.41 0.89 0.04 0.04 4.55 

 

CONCLUSION 

This paper examined the capability of ANN in forecasting house prices in Johor 

Bahru. Overall, the findings concluded that ANN is capable of forecasting highly 

accurate house prices as measured through R2, MAD, MAPE and RMSE. This 

finding supported the work of Tabales et al. (2013), Abidoye and Chan (2018), 

and many others who concluded superior prediction performance for ANN. 

Higher performance was also observed for models with large numbers of datasets. 
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This supported the notion by Tabales et al. (2013) who claimed that ANN 

produced better results with larger sample sizes. Validation tests performed for 

large and small sample sets illustrated a superior predictive performance 

measured through R2, MAD, MAPE and RMSE for large datasets. Overall, the 

findings of this study has achieved the aim of the study, which was to evaluate 

ANN in forecasting house prices. This study contributed to the body of literature 

on modelling house prices using artificial intelligence model. The findings of this 

study guide both academics and practitioners on ANN applications in forecasting 

accurate real estate prices. This research can be extended to include more house 

price determinants to obtain a more accurate house price forecast. In addition, 

further research may also attempt to compare other house price models such as 

the Hedonic Model with ANN. In doing so, the predictive performance can be 

measured and ascertained across different types of models. 
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